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a b s t r a c t 

Internal corrosion in industrial environments involving gas-liquid flow can be a serious concern. For ex- 

ample, in the oil and gas industry, corrosive water phase is usually transported in pipes along with liquid 

and/or gas hydrocarbon phases. These gas-liquid flows develop complex flow patterns where the liquid 

phase can distribute in quite different ways (as stratified layers, intermittent slugs, annular film, etc.) de- 

pending on the gas and liquid flow rates and pipe inclination. In these circumstances, the water phase 

can flow at very high velocities leading to high turbulence and mass transfer rates that can acceler- 

ate corrosion of the metallic pipe surface. In general, proper prediction of corrosion rates via mechanis- 

tic electrochemical models requires the knowledge of the mass transfer rate of corrosive species in the 

aqueous phase. There are very few studies in the open literature that show specific experimental data 

or propose ways to compute mass transfer rates in gas-liquid flow; particularly, for large pipe diame- 

ters. The present study introduces a methodology for the estimation of mass transfer rates in gas-liquid 

flow via the Chilton-Colburn analogy and near-wall eddy diffusivity distribution based on the mechanistic 

gas-liquid flow modeling. The proposed mechanistic models cover a wide range of fluid’s properties and 

flow rates, different flow patterns and pipe inclinations, and show good agreement with mass transfer 

experimental data from large-scale gas-liquid flow. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Internal corrosion can be an important problem in an indus- 

ry that deals with production and/or transportation of liquid and 

as phases. In the oil and gas industry, oil is usually produced and 

ransported by pipelines accompanied by different amounts of gas 

nd some corrosive water (carrying dissolved CO 2 and H 2 S). Con- 

ersely, pipelines carrying natural gas usually have some light hy- 

rocarbon and water condensation occurring in the presence of 

cid gases CO 2 and H 2 S. In both scenarios, a gas-liquid mixture is 

ransported via mild steel pipelines over long distances. Any con- 

act of the corrosive water with the inner pipe wall may lead to 

orrosion problems. 

In gas-liquid flows a wide variety of flow patterns can develop, 

n which the liquid phase distributes in different ways. For exam- 

le, in horizontal flow, relatively low superficial liquid velocities 

liquid flow rates), and low to moderate superficial gas velocities 
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gas flow rates) lead to stratified flow with gas flowing at the top 

nd liquid at the bottom of the pipe with a smooth or wavy gas 

iquid interface (“ST” pattern in Fig. 1 ). The operating region for 

tratified flow drastically narrows even for very small upward in- 

lination angles (e.g., ~1 degree) favoring the occurrence of inter- 

ittent flow pattern such as slug flow [1] . 

Slug flow occurs at moderate superficial liquid velocities and a 

ide range of superficial gas velocities, as shown as “SL” pattern in 

ig. 1 . Very high liquid velocities can be found in this flow pattern 

ince the velocity of liquid slugs is approximately equal to the sum 

f superficial velocities of the liquid and gas phases. In horizontal 

ow, the velocity of the liquid film, moving in the gas pocket zones 

etween the liquid slugs, is relatively low compared to the velocity 

f the liquid slugs themselves. However, liquid film velocities can 

e higher in upward inclined and vertical flows where the liquid 

lm can move counter current while the gas pockets flow with the 

ain stream. 

When superficial gas velocities are high and the liquid holdup is 

ot high enough to bridge the entire pipe cross-section to produce 

iquid slugs, the gas phase flows through the core of the pipe and 

ntrains liquid droplets which can be simultaneously deposited all 

round the pipe circumference, producing an annular liquid film. 

his flow pattern is called annular mist (“AM” pattern in Fig. 1 ). 

https://doi.org/10.1016/j.ijheatmasstransfer.2020.120689
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
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Notations 

A cross-sectional area of the pipe, m 

2 

c concentration of a given species, Mol/m 

3 

c b concentration of a given species in the bulk fluid, 

Mol/m 

3 

c w 

concentration of a given species at the pipe wall, 

Mol/m 

3 

C f constant in equation (A.12) , dimensionless 

C t constant for the eddy diffusivity function, dimen- 

sionless 

C o distribution parameter of the drift-flux model, di- 

mensionless 

C 1 , C 2 constants in equation (13) 

c ′ concentration fluctuations of a given species, 

Mol/m 

3 

D molecular diffusion coefficient of a given species, 

m 

2 /s 

D t turbulent mass diffusion coefficient, m 

2 /s 

d pipe diameter, m 

d gf hydraulic diameter of the gas flow, m 

d lf hydraulic diameter of the liquid film flow, m 

E entrained liquid fraction, dimensionless 

f Fanning friction factor, dimensionless 

f gf friction factor for the gas layer, dimensionless 

f i friction factor for the gas-liquid interface, dimen- 

sionless 

f lf friction factor for the liquid film flow, dimensionless 

f ls friction factor for the gas-liquid flow in the slug 

cylinder, dimensionless 

f m 

friction factor for the gas-liquid mix flow, dimen- 

sionless 

g gravitational acceleration, m/s 2 

IP oil-water phase inversion point, dimensionless 

k m 

mass transfer coefficient, m/s 

k mf mass transfer coefficient at the liquid film, m/s 

k ms mass transfer coefficient at the slug cylinder, m/s 

n exponent in equations (1) , (2) and (10) , dimension- 

less 

n f exponent in equation (A.12) , dimensionless 

N mass flux of a given species, Mol/(m 

2 .s) 

N w 

mass flux of a given species at the pipe wall, 

Mol/(m 

2 .s) 

r cyl radius of the rotating cylinder, m 

R chemical reaction source term, Mol/(m 

3 .s) 

Re Reynolds number, dimensionless 

R e cyl Reynolds number of the rotating cylinder, dimen- 

sionless 

R e g Reynolds number of the gas flow, dimensionless 

R e i Reynolds number based on the velocity of the gas- 

liquid interface, dimensionless 

R e lf Reynolds number of the liquid film flow, dimension- 

less 

R e m 

Reynolds number of the mixture gas-liquid flow, di- 

mensionless 

S gf pipe perimeter wetted by gas, m 

S i perimeter of the gas-liquid interface, m 

S lf pipe perimeter wetted by liquid, m 

Sc Schmidt number, dimensionless 

Sh Sherwood number, dimensionless 

S h cyl Sherwood number of the rotating cylinder, dimen- 

sionless 

u fluid velocity, m/s 
2 
u b Taylor bubble velocity, m/s 

u cyl velocity of the rotating cylinder surface, m/s 

u gf velocity of the gas flow, m/s 

u i velocity of the gas-liquid interface, m/s 

u l velocity of the liquid flow, m/s 

u lf velocity of the liquid film, m/s 

u m 

gas-liquid mixture velocity, m/s 

u sg superficial gas velocity, m/s 

u sl superficial liquid velocity, m/s 

u so superficial oil velocity, m/s 

u sw 

superficial water velocity, m/s 

u t velocity of the liquid slug front, m/s 

u ∗ friction velocity of the liquid flow, m/s 

u ∗lf friction velocity of the liquid film, m/s 

u ∗ls friction velocity of the liquid slug, m/s 

u ∗ average liquid friction velocity for slug flow, m/s 

u ′ liquid velocity fluctuations in the y direction, m/s 

y normal coordinate respect to the pipe wall, m 

y + dimensionless distance from the pipe wall 

Greek letters 

αgf holdup of gas or gas with entrained liquid droplets, 

dimensionless 

αgr gas holdup of the flow of gas with entrained liquid 

droplets, dimensionless 

αl liquid holdup, dimensionless 

αlf liquid film holdup, dimensionless 

αls liquid slug holdup, dimensionless 

β pipe inclination angle from the horizontal, radians 

βs relative slug length, dimensionless 

δ thickness of the diffusion boundary layer, m 

ε w 

volumetric fraction of water based on total liquid 

volume, dimensionless 

μg gas dynamic viscosity, Pa.s 

μgf dynamic viscosity of the gas with entrained liquid 

droplets, Pa.s 

μl liquid dynamic viscosity, Pa.s 

μlm 

dynamic viscosity of the oil-water mixture, Pa.s 

μls dynamic viscosity of the liquid slug, Pa.s 

μm 

dynamic viscosity of the gas-liquid mixture, Pa.s 

μo oil dynamic viscosity, Pa.s 

μw 

water dynamic viscosity, Pa.s 

νl liquid kinematic viscosity, m 

2 /s 

ρg gas density, kg/m 

3 

ρgf density of the gas with entrained liquid droplets, 

kg/m 

3 

ρl liquid density, Pa.s 

ρlm 

oil-water mixture density, kg/m 

3 

ρls liquid slug density, kg/m 

3 

ρm 

gas-liquid mixture density, kg/m 

3 

ρo oil density, kg/m 

3 

ρw 

water density, kg/m 

3 

σ gas-liquid surface tension, N/m 

τgf wall shear stress of the gas bubble in slug flow, Pa 

τi shear stress at the gas-liquid interface, Pa 

τl wall shear stress due to the liquid flow, Pa 

τlf wall shear stress of the liquid film in slug flow, Pa 

τls wall shear stress of the liquid slug, Pa 

ω rotational speed of the rotating cylinder, radians/s 

Acronyms 

AM Annular mist flow pattern 

CFD Computational Fluids Mechanics 

DB Dispersed bubble flow pattern 
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Fig. 1. Calculated gas-liquid flow map. AM: Annular mist flow, DB: Dispersed bub- 

ble flow, SL: Slug/intermittent flow, ST: Stratified flow. Horizontal flow, d = 0.1 m, 

ρl = 10 0 0 kg/m 

3 , μl = 1 mPa.s, ρg = 10 kg/m 

3 , μl = 0.018 mPa.s. 
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MT Mass transfer 

RC Rotating cylinder 

SL Slug flow pattern 

ST Stratified flow pattern 

For high superficial liquid velocities, the gas phase is fully en- 

rained and dispersed as bubbles in the liquid phase, which is the 

ow pattern indicated as “DB” in Fig. 1 . 

In some of the gas-liquid flow patterns described above (e.g., SL 

nd AM) very high liquid velocities can develop, when compared 

o typical single-phase water flow or two-phase oil-water flows. 

hese high liquid velocities lead to high wall shear stresses and 

igh mass transfer (MT) rates that can significantly accelerate cor- 

osion of internal pipe surfaces. 

Mechanistic models used to predict corrosion rate in these 

ypes of scenarios are based on modeling the kinetics of electro- 

hemical reactions occurring at the pipe surface; e.g., oxidation of 

ron and reduction of hydronium ions, which are in balance. The 

ydronium ion reduction reaction is often limited by the rate of 

T of this corrosive species from the bulk to the metal surface, 

here it is consumed in the corrosion process. Therefore, it is cru- 

ial to be able to calculate MT rates with reasonable accuracy, in 

rder to obtain a good prediction of corrosion rates [ 2 , 3 ]. Simi-

ar mass transfer limited electrochemical kinetics is found in other 

ypes of corrosion where the corrosive species is dissolved oxygen. 

There are other types of corrosion scenarios where MT plays 

 crucial role. For example, high MT of corrosion products away 

rom the metal surface can make it harder to form corrosion prod- 

ct layers on the metal surface. Corrosion products are species pro- 

uced by the anodic dissolution of metal, for example, in mild steel 

orrosion – the ferrous ions, Fe 2 + , which are an important build- 

ng block when it comes to forming protective corrosion product 

ayers, such as iron carbonate or iron sulfide. Flow enhanced MT 

an also be a controlling factor in chemical dissolution of exist- 

ng protective corrosion product layers, which can be significantly 

nhanced by MT that moves the products of dissolution away from 

he surface, thereby allowing for the dissolution process to proceed 

t a higher rate. 

Mass transport from a bulk liquid phase to a solid pipe wall 

n multiphase gas-liquid flow have been studied previously, mainly 

y means of electrochemical techniques such as the measurements 

f limiting currents using inert electrodes flush mounted at the in- 

er pipe surface [4–9] . Only a few studies were performed in pipes 

ith relatively large diameter (e.g., 0.1m) which are more repre- 

entative of the flows encountered in the field [ 4 , 7 , 8 ]. Regarding

he calculation of MT rates in large scale gas-liquid pipe flow, there 

ave been attempts to build correlations similar to the one pro- 

osed by Berger and Hau [10] for single-phase pipe flow [ 7 , 11 ].

hose models were not mechanistic in nature and oversimplified 

he link between the wall shear stress and MT rate without cover- 

ng all relevant flow patterns. 

The objective of this study is to introduce a sound methodol- 

gy for the estimation of MT rates in multiphase gas-liquid flow. 

wo different approaches are proposed, one for calculation of inte- 

ral MT coefficients in turbulent flow based on the Chilton-Colburn 

nalogy between momentum and MT. The second more elaborate 

pproach also uses momentum and MT similarity in turbulent flow 

o calculate the distribution of eddy diffusivity across the boundary 

ayer. Both approaches are linked to mechanistic gas-liquid flow 

odeling to obtain the key liquid flow parameters (liquid veloc- 

ty and wall shear stress) in the various flow patterns. Resulting 

T calculations are discussed and compared with available exper- 

mental data obtained in large-scale gas-liquid flow with different 

ow patterns. 
3 
. Momentum and mass transfer analogy 

As stated above, there are very few attempts found in the open 

iterature to experimentally and theoretically establish MT correla- 

ions for various multiphase gas-liquid flow patterns. On the other 

and, the literature covering hydrodynamic models for calculation 

f the key characteristics of multiphase flow, such as: pressure 

rop, holdup, flow pattern, distribution of phases, wall shear stress, 

tc., is plentiful and reasonably accurate models have long been 

stablished. This body of knowledge in multiphase hydrodynamics 

an be engaged by introducing widely used analogies between mo- 

entum and MT. These analogies are based on the fundamental 

imilarity between the two transport mechanisms, which results 

n very similar forms of the transport equations for momentum 

nd MT. Among the different analogies (such as Reynolds analogy, 

randtl–Taylor analogy, etc.), the Chilton-Colburn analogy proved 

o be the most accurate. 

.1. Chilton-Colburn analogy 

MT coefficient in fully developed turbulent boundary layer flow 

an be related to the wall shear stresses via the Chilton-Colburn 

nalogy [12] , as shown by the following relationship between di- 

ensionless quantities: 

h = 

(
f 

2 

)n 

Re S c 1 / 3 (1) 

here Sh = k m 

d/D is the Sherwood number, f = τ/ ( ρu 2 / 2 ) is the

anning friction factor, τ is the wall shear stress, u is the mean 

elocity of the fluid, Re = ud/ν is the Reynolds number, Sc = ν/D 

s the Schmidt number, ν = μ/ρ is the fluid kinematic viscosity, 

is the fluid dynamic viscosity, ρ is the fluid density, D is the 

iffusion coefficient of a given species in the given fluid, k m 

is the 

T coefficient, d is a characteristic length (for single phase pipe 

ow it is the internal pipe diameter). The exponent n is equal to 

, according to the original work of Chilton and Colburn [12] . It 

as later suggested by some authors that the exponent n can be 

etween 1 and 0.5 [ 10 , 13 , 14 ]. For cases where Sc = 1 , the original

hilton-Colburn correlation (1) simplifies to the Reynolds analogy. 

owever, for aqueous species typical seen in corrosion, the Sc is of 

he order of 10 2 – 10 3 or even higher, hence the Chilton-Colburn 

nalogy needs to be used. 
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Fig. 2. Sherwood numbers for pipe and rotating cylinder (RC) calculated using the 

Chilton-Colburn analogy, equation (1) compared to well-stablished mass transfer 

correlation of Berger and Hau for turbulent straight pipe flow and Eisenberg et al. 

for turbulent rotating cylinder flow; Sc = 200, d pipe = 0.1 m, 2 r cyl = 0.015 m, ρ = 

10 0 0 kg/m 

3 , μ = 1 mPa ·s. 
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1 Here we are going to ignore electromigration that can be added to the analysis 

later, without any loss of generality. 
The MT coefficient can be calculated directly from (1) as: 

 m 

= 

(
τ

ρu 

2 

)n 

u S c −2 / 3 (2) 

The convenience of equation (2) is in that as long as the wall 

hear stress and the mean flow velocity are known – the MT co- 

fficient can be estimated, regardless of the flow geometry or flow 

attern (e.g., single-phase or multiphase pipe flow, rotating cylin- 

er flow, turbulent jet impingement, etc.). This is illustrated in 

ig. 2 that shows the Sherwood numbers for hydraulically smooth 

ipe and rotating cylinder flows calculated by the Chilton-Colburn 

nalogy, equation (1) (black dashed lines) using the friction fac- 

ors described in the Appendix (equations (A.1) and (A.3) , respec- 

ively), and compares them with the Sherwood numbers calculated 

sing the widely accepted Berger and Hau [10] and Eisenberg et al. 

15] correlations for turbulent straight pipe flow and rotating cylin- 

er flow (equations (A.2) and (A.6) , respectively, see Appendix). An 

xponent of n = 0 . 96 is found to be the most appropriate to esti-

ate the MT characteristics for both flow geometries in the range 

00 ≤ Sc ≤ 10 0 0 with an average absolute error ≤ 10%. 

.2. Near-wall eddy diffusivity distribution 

There are situations where integral MT coefficients cannot be 

sed. Some examples are: disturbed flow geometries where the 

oundary layer is not fully developed and the MT rates vary across 

he surface [16–23] ; another example is MT in so called reacting 

oundary layers, i.e. when multi-species MT between the bulk and 

he solid surface is accompanied by simultaneous chemical reac- 

ion between those species [ 2 , 24–27 ]; the case of MT of charged

ionic) species in the presence of electrical fields [28–31] . In all 

hose cases it is more complicated to calculate the MT rates. One 

annot assume a linear variation of the concentration between the 

ulk and the solid surface and use an integral MT coefficient, such 

s for example the one calculated by using equation (2) . Instead, 

ore elaborate models are needed that can resolve species con- 

entrations profiles throughout the MT boundary layer, by includ- 

ng all the relevant physics: mass transfer by molecular diffusion, 

urbulent convection and electromigration as well as the effect of 

omogenous and heterogenous (electro)chemical reactions. 
4 
When it comes to turbulent convection, the influence of tur- 

ulent eddies penetrating into the viscous sublayer on MT is very 

ignificant, particularly at high Sc number such as the ones found 

n aqueous corrosion systems. In order to model this effect, one 

ust quantify the turbulent convection of species as a function of 

he distance from the solid surface. In steady state turbulent flow, 

n the boundary layer, where the mean flow is parallel to the sur- 

ace, the mass flux of a given species in the direction ( y ) normal to

 surface can be written as having two main contributions: molec- 

lar diffusion and turbulent convection 

1 : 

 = D 

∂c 

∂y 
+ u 

′ c ′ (3) 

here c is the time averaged concentration, c ′ is the concentration 

uctuation, and u ′ is the flow velocity fluctuation in the y direc- 

ion. The turbulent convective term u ′ c ′ can be calculated by us- 

ng advanced computational fluid dynamic (CFD) codes or replaced 

y a diffusion-like term by using the concept of eddy diffusivity, 

hich is added to the molecular diffusivity, to get the mass flux: 

 = ( D + D t ) 
∂c 

∂y 
(4) 

Near-wall eddy diffusivity D t can be calculated by using the 

nalogy between turbulent diffusion of momentum and mass, as 

n [32] [19]: 

 t = 

(
y + 

C t 

)3 

ν (5) 

here C t is a constant that can range from 8.8 to 14.5 according 

o different authors [ 32 , 33 ], and y + is the dimensionless distance 

rom the solid wall: 

 

+ = 

y u 

∗

ν
(6) 

nd the friction velocity is calculated as: 

 

∗ = 

√ 

τ/ρ (7) 

Equation (5) is valid provided that the MT boundary layer is 

maller than the viscous sublayer (i.e., for δ+ < 5 ) which is true 

or Sc > 100 typical for aqueous corrosion systems. 

Finally, a mass balance for a given species can be written as: 

∂c 

∂t 
= 

∂N 

∂y 
= 

∂ 

∂y 

(
( D + D t ) 

∂c 

∂y 

)
+ R (8) 

here R is the chemical reaction source term. Solving the MT 

quation(s) above is no simple task, even with the mathemat- 

cal simplification of the turbulent MT term. In multi-species 

T with (electro)chemical reactions one deals with a set of 

ransient, non-linear, coupled, partial differential equations (one 

quation (4) written for each species) with complex boundary con- 

itions, which can be solved only by using numerical methods. 

nce this is done and species concentration profiles are resolved, 

he mass flux of a given species at the solid surface (wall) N w 

, is

btained as: 

 w 

= D 

∂c 

∂y 

∣∣∣
w 

(9) 

. Mass transfer in gas-liquid pipe flow 

.1. Mass transfer coefficient calculation in gas-liquid flow via the 

hilton-Colburn relationship 

In order to determine the MT coefficient using the Chilton- 

olburn analogy for the case of gas-liquid pipe flow, one needs to 
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stimate the values of mean velocity u and wall shear stress τ in 

quation (2) for the liquid phase (denoted as u l and τl ), given the 

iquid and gas flow rates and the pipe geometry (e.g., diameter and 

nclination). For this purpose, a multiphase gas-liquid flow model 

s needed, such as for example the one presented in the Appendix, 

n which the liquid flow characteristics can be calculated as a func- 

ion of the gas-liquid flow pattern. Similar mechanistic gas-liquid 

ow models can be found elsewhere [34] . 

For the stratified, annular and dispersed bubble gas-liquid flow 

atterns, the liquid velocity u l and wall shear stress τl in the liquid 

hase, obtained from a gas-liquid flow model, can then be directly 

sed to obtain MT coefficients via equation (2) . For the slug flow, 

he mean MT coefficient varies greatly with the passage of slugs 

nd is computed as the weighted average of the MT coefficients 

or the liquid slug ( k ms ) and the film ( k mf ) portions: 

 m 

= k ms βs + k mf ( 1 − βs ) 

= 

[(
τls 

ρls u t 
2 

)n 

u t βs + 

( | τlf | 
ρl u lf 

2 

)n 

| u lf | ( 1 − βs ) 

]
S c −2 / 3 (10) 

here u t is the velocity of the liquid slug front, u lf is the velocity of 

he liquid film, τls and τlf are the wall shear stresses of the liquid 

lug and the liquid film, respectively; ρl is the density of the liq- 

id, ρls is the average density of the liquid slug (equation (A.26) in 

he Appendix), and βs is the relative length of the liquid slug, as 

hown in Fig. A1 and equation (A.23) in the Appendix. Note that 

he velocity | u lf | and the wall shear stress | τlf | of the liquid film

re computed as absolute values, since they can be negative when 

he liquid film flows countercurrent in upward inclined and verti- 

al slug flow. 

.2. Near-wall eddy diffusivity distribution calculation in gas-liquid 

ow 

For stratified, annular and dispersed bubble gas-liquid flow pat- 

erns, the calculated wall shear stress in the liquid phase τl ob- 

ained from a gas-liquid flow model is needed for the calculation 

f the friction velocity u ∗ via equation (7) . However, for slug flow, 

he situation is more complicated as the boundary layers in the 

iquid film and liquid slug are very different so an average friction 

elocity u ∗ needs to be calculated by: 

 

∗ = u 

∗
ls βs + u 

∗
lf ( 1 − βs ) = 

√ 

τls 

ρl 

βs + 

√ 

| τlf | 
ρl 

( 1 − βs ) (11) 

here u ∗ls and u ∗lf are the friction velocities corresponding to 

he liquid slug and the liquid film. Then, u ∗ is directly used in 

quation (6) to compute y + and the near-wall eddy diffusivity dis- 

ribution expressed by equation (5) is fully defined. 

It is worth mentioning that the modeling approaches presented 

bove implicitly assume that the estimated MT rates are associ- 

ted to the portion of pipe perimeter wetted by the water phase, 

hich would not necessarily correspond to the entire pipe perime- 

er depending on various multiphase flow patterns. In dispersed 

ubble and bubble flow patterns the entire pipe circumference is 

etter by liquid. In other circumstances where the liquid film is 

ostly occupying the bottom of the pipe (i.e., stratified flow), the 

iquid wetted perimeter is estimated as in Fig. A1 . (Appendix). In 

he case of horizontal or moderately inclined (e.g., | β| < 45 degrees) 

ntermittent flows, the liquid film in the gas pocket wets mainly 

he bottom half of the pipe while the liquid slug cylinder does on 

he entire pipe circumference. Thus, equations (10) and (11) would 

epresent the behavior of the bottom half of the pipe, which is be- 

ieved to be the most unfavorable area of the pipe when it comes 

o corrosion since is continuously wetted by liquid. On the other 

and, if the pipe inclination is significant (i.e., | β| > 45 degrees) the 

xisting flow pattern may be, e.g., slug or annular-mist which both 
5 
ead to an annular distribution of the liquid film (as part of the gas 

ocket area or continuous, respectively) and the liquid constantly 

ets the entire pipe circumference. 

It can be noticed that the calculated MT rates will be directly 

elated by the wall shear stresses exerted by the liquid phase 

hich certainly depend on liquid and gas flow rates and flow pat- 

ern as described in the multiphase model provided in the Ap- 

endix. How these parameters and other parameters specific to the 

ature of multiphase flow (i.e., liquid holdup, relative slug length, 

tc.) can affect MT will not be discussed here since it exceeds the 

cope of this study and will be addressed in future publications. 

Although the multiphase flow model in the appendix estimates 

 uniform wall shear stress and uniform MT rate for a given water- 

et pipe perimeter, the proposed MT models can be applied to 

ny multiphase flow calculations (including three-dimensional CFD 

imulations). These methods can give more realistic distributions 

f MT rates along the pipe perimeter but require significantly more 

omputation resources, which may be impractical in many cases. 

. Results and discussion 

.1. Mass transfer in gas-water pipe flow 

The models proposed above are compared with experimental 

ata of ionic MT from Langsholt et al. [4] and Wang et al. [7] ob-

ained in large-scale gas-water flows with stratified and slug flow 

atterns. 

Langsholt et al. used an inclinable multiphase flow loop with 

n internal diameter 0.1 m and a length of 15 m. The gas phase 

as sulfur hexafluoride (SF 6 ) with reported density of 18.6 kg/m 

3 

nd calculated viscosity of 1.5 × 10 −2 mPa ·s at operating condi- 

ions (20 °C and ~3 bar). The liquid phase was an aqueous solu- 

ion 1 wt.% Na 2 SO 4 with density of 1006 kg/m 

3 and viscosity of 1 

Pa ·s. MT rates were measured by the limiting current method us- 

ng a platinum electrochemical probe, flush mounted at the bottom 

f the test section. Dissolved oxygen was the main reduced species 

ith a Sc = 473 . Liquid holdup was measured using gamma densit- 

metry, which was calibrated by using the fast closing valves tech- 

ique. The covered operating conditions and recorded flow pat- 

erns, as well as the measured average MT rates and liquid holdups 

re listed in Table A1 in the Appendix. 

Wang, et al. also used a multiphase flow loop with an internal 

iameter 0.1 m and a length of 15 m. The gas phase was nitrogen 

ith estimated density of 1.15 kg/m 

3 and viscosity of 1.7 × 10 −2 

Pa ·s at operating conditions (20 °C and ~1.5bar). The liquid phase 

as an aqueous solution 0.01 M potassium ferri/ferrocyanide and 1 

 NaOH for the MT measurements by the limiting current method. 

he calculated density and viscosities of the aqueous solution were 

043 kg/m 

3 and 1.1 mPa ·s, respectively and the estimated Sc = 

620 [35] . The used operating conditions, observed flow patterns, 

nd measured average MT rates are listed in Table A2 in the Ap- 

endix. 

It is worth mentioning that MT measurements obtained using 

he limiting current method have a linear dependence on the lim- 

ting current value and an inverse dependence on the bulk concen- 

ration of the used species. None of the authors of those studies 

rovided specific information on the intrinsic error in their mea- 

urements, but it is reasonable to think that it might have been no 

ore than 5% due to the use of advanced commercial potentiostats 

n both cases. Regarding the concentrations of the used species, 

one of the authors reported an uncertainty on the reported val- 

es. It can be assumed that the actual O 2 concentration in Lang- 

holt et al.’s experiments might have had maximum fluctuations 

f about 5%; and the potassium ferrocyanide concentration in the 

olution used by Wang et al. might have had a maximum devia- 

ion of about 2%. Therefore, maximum uncertainties of about ±10 
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Fig. 3. Comparison between experimental mass transfer coefficients for large-scale 

gas-liquid pipe flow with different flow patterns and mass transfer coefficients cal- 

culated with Chilton-Colburn analogy equation (2) and equation (10) . 
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 and ±7% may be expected on the data sets from Langsholt et al. 

nd Wang. et al., respectively. 

.1.1. Calculated mass transfer coefficients in gas-liquid flow via the 

hilton-Colburn relationship 

Fig. 3 shows the comparison of the measured MT coefficients 

 m 

in different conditions and flow patterns with the ones cal- 

ulated via the Chilton-Colburn relationship, equation (2) , based 

n the liquid phase velocity u l and wall shear stress in the liq- 

id phase τl calculated using the gas-liquid flow model presented 

n the Appendix. The agreement between the proposed model and 

he experimental data is good with a mean absolute error of 17% 

equation A.41 in the Appendix), and of a total of 49 assessed data 

oints, only 7 lie out of the ±30% error bounds,. The cases with 

he largest discrepancy were the ones from 2 ° upward slug flow 

rom Langsholt et al. [4] . A possible reason might be related to an

verprediction of countercurrent flow liquid velocities in the liquid 

lm by the simplified gas-liquid model presented in the Appendix. 

MT predictions using the introduced mechanistic model are an 

mprovement over correlations for gas-liquid flow found in the 

pen literature, which are semi-empirical and mostly based on 

ata from air-water flows in relatively small diameter pipes (e.g., 

.025m), as reviewed in the recent papers by Dong and Hibiki 

 36 , 37 ]. Most of these correlations are limited to horizontal or 

ertical flows, as well as relatively low superficial gas and liquid 

eynolds numbers, making them unfeasible for large scale flows 

e.g., large diameters and high gas and liquid flow rates) with dif- 

erent inclinations and upward and downward orientations. Among 

hem, the correlation that performed slightly better when com- 

ared to the current experimental data with a mean absolute error 

f 20% is the one from Dong and Hibiki [37] , which is based on

ertical slug flow. However, it underestimates by about 70% the ex- 

erimental MT rates measured in flows with liquid holdups smaller 

han 10%. 
6 
.1.2. Calculated mass transfer coefficients in gas-liquid flow using 

he near-wall eddy diffusivity distribution 

If we assume a steady state ( ∂ c/∂ t = 0) and no chemical reac-

ions ( R = 0), the partial differential equation (4) simplifies to an 

rdinary differential equation: 

d 

dy 

(
( D + D t ) 

dc 

dy 

)
= 0 (12) 

here D t is a function of the distance from the wall, as shown by 

quations (5) – (7) above. This equation was solved numerically 

or all the experimental cases used in the comparisons below, by 

pplying the finite difference method. The overall one-dimensional 

omputational domain was set to be approximately four times the 

stimated diffusion boundary layer thickness ( δ = D/ k m 

). A species 

oncentration equal to zero was imposed at the node representing 

he pipe surface and a unit concentration was set at the last node 

ssumed to be in the bulk solution. A uniform computational mesh 

as employed. The number of used nodes was defined based on a 

esh sensitivity analysis, where it was found that using at least 20 

odes over the length of the diffusion boundary layer (more than 

0 nodes in the entire wall distance domain) showed a deviation 

f less than -2% on the calculated wall flux respect to the use of 40

r more nodes. Consequently, all the numerical calculations shown 

ere were performed using at least 20 nodes to resolve the con- 

entration profile in the diffusion boundary layer. 

Turbulent diffusivity was calculated by using equation (5) with 

 t = 8.85 as suggested by Davies [33] but also with C t = 14.5 as 

uggested by Lin et al. [32] . Furthermore, the eddy diffusivity func- 

ions suggested by Notter and Sleicher [38] and Aravinth [39] were 

lso evaluated: 

 t = 

C 1 y 
+ 3 (

1 + C 2 y + 2 
)1 / 2 

νl (13) 

here νl is the kinematic viscosity of the liquid, and C 1 and C 2 are 

onstants of value 9 × 10 −4 and 6.7 × 10 −3 for Notter and Sleicher 

nd 7 × 10 −4 and 4.05 × 10 −3 for Aravinth, respectively. 

The calculated results are presented below in terms of an effec- 

ive MT coefficient, which can be calculated from the known con- 

entration profile and the wall flux equation (4) , as: 

 m 

= 

N w 

( c w 

− c b ) 
(14) 

here c b and c w 

are the concentrations of a given species in the 

ulk of the fluid and at the wall, respectively. 

As an illustration of how these different eddy diffusivity func- 

ions perform in single-phase flow, they were first compared with 

he established MT correlation for turbulent straight pipe of Berger 

nd Hau, as shown in Fig. 4 . These calculations were performed us- 

ng Sc = 200, which corresponds to water properties at 20 °C and 

 generic species with diffusion coefficient of 5 × 10 −9 m 

2 /s. The 

ddy diffusivity approach in all cases reproduces the same slope 

f k m 

vs. Re number as the Berger and Hau correlation, however, 

he eddy diffusivity expressions suggested by Davies, Notter and 

leicher, and Aravinth overestimate the MT rates by an average of 

ore than 50%. The Lin et al. expression gives somewhat better re- 

ults with an average overestimation of 21%. Similar results where 

ound for calculations performed using Sc = 10 0 0. 

Therefore, the Lin et al. expression was then used to calculate 

he MT coefficients for gas-liquid flow and compared with the ex- 

erimental values in Fig. 5 . Calculations show a significant over- 

stimation of MT rates with a mean absolute error of 34%. More- 

ver, about 50% of the data are out of the 30% error band, including 

he single-phase flow data of Wang. et al. (42% average error). This 

as expected since Lin et al. expression overestimates MT rates in 

ingle phase flow calculated by the Berger and Hau correlation by 
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Fig. 4. Comparison between mass coefficients for single phase pipe flow calculated 

with the eddy diffusivity approach, equations (5) and (13) , and Berger and Hau’s 

correlation. Sc = 20 0, d = 0.1 m, ρl = 10 0 0 kg/m 

3 , μl = 1 mPa.s. 

Fig. 5. Comparison between experimental mass transfer coefficients for large-scale 

gas-liquid pipe flow with different flow patterns and mass transfer coefficients cal- 

culated with the eddy diffusivity approach, equation (5) using Lin et al.’s formula- 

tion [32] . 
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Fig. 6. Comparison between experimental mass transfer coefficients for large-scale 

gas-liquid pipe flow with different flow patterns and mass transfer coefficients cal- 

culated with the eddy diffusivity approach, equation (5) with C t = 18.4. 
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ore than 20% on average, as shown in Fig. 4 . When we adjusted

he coefficient C t in equation (5) to a value of 18.4, this lead to a

ecrease on the mean absolute error in single-phase flow to about 

% with respect to Berger and Hau’s correlation ( Fig. 4 ), and a de-

rease of the mean absolute error to 19% with respect to the exper- 

mental data from gas-liquid flow, as shown in Fig. 6 . Even higher 

alues of C t do not improve the mean absolute error of prediction 

n gas-liquid flow significantly, and lead to a more serious underes- 

imation of MT in single-phase flow, by more than 10% on average. 
7 
.2. Mass transfer in gas-oil-water and oil-water pipe flow 

In the case of gas-oil-water flows, the produced oil and water 

hases can flow either separated or mixed. If flow conditions (e.g., 

as, oil and water flow rates) are high enough to produce the full 

ntrainment of the water in the oil phase, the pipe wall will not 

ikely be water wet and MT of corrosive species will be suppressed 

 40 , 41 ]. However, if water either segregates from the mix or be-

omes the continuous phase, MT rates are similar to the ones seen 

orresponding to gas-water flow (without oil) [8] . Therefore, cal- 

ulation of MT rates in gas-oil-water flow can still be done using 

he Chilton-Colburn analogy, equation (2) or the eddy diffusivity 

pproach, equation (5) by using liquid velocities and wall shear 

tresses calculated with a multiphase flow model and the follow- 

ng liquid mixture properties: 

ρlm 

= ρo ( 1 − ε w 

) + ρw 

ε w 

(15) 

μlm 

∼= 

{
μo ε w 

< IP 
μw 

ε w 

> IP 
(16) 

here ρlm 

and μlm 

are the density and the viscosity of the liq- 

id mixture, respectively; ρo and μo are the density and viscosity 

f the oil phase, ρw 

and μw 

are the density and viscosity of the 

ater phase, IP is the phase inversion point of the oil-water mix- 

ure based on the water volume content (for crude oil can be ap- 

roximated as 0.5); and ε w 

is the volumetric water fraction in the 

iquid mix, which can be approximated as the water cut (assuming 

o slip between oil and water phases): 

 w 

= 

u sw 

u sw 

+ u so 
= 

u sw 

u sl 

(17) 

here u so and u sw 

are the superficial velocities of oil and water 

espectively; their sum is the total superficial liquid velocity u sl . Sc

umber is obviously calculated using the physical properties of the 

ater phase. 
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Table A1 

Experimental conditions, measured liquid holdup and average mass 

transfer rates in horizontal and slightly inclined flow from Langsholt 

et al. [4] . 

Flow pattern u sl (m/s) u sg (m/s) β ( °) αl (%) Sh 

Strat.-wavy 0.021 2.14 0 6.1 1,489 

Strat.-wavy 0.019 4.11 0 2 2,884 

Strat.-wavy 0.025 6.34 0 1.2 3,491 

Strat.-wavy 0.25 6.06 0 11.1 4,076 

Strat.-wavy 0.25 7.1 0 9.5 4,450 

Strat.-wavy 0.25 8.18 0 8.2 4,762 

Strat.-wavy 0.25 5.05 0 12.9 4,053 

Strat.-wavy 0.25 4.1 0 15.4 3,788 

Strat.-wavy 0.25 3 0 19.4 3,265 

Strat.-wavy 0.25 2.03 0 27.2 2,587 

Strat.-wavy 0.25 0.96 0 42 2,034 

Strat.-wavy 2 3 2 50 7,404 

Strat.-wavy 2 5 2 31 8,986 

Strat.-wavy 2 7 2 21 11,300 

Strat.-wavy 2 9 2 17 12,275 

Strat.-wavy 2 12 2 13 13,888 

Strat.-wavy 1 3 2 42 5,627 

Strat.-wavy 1 7 2 19 7,326 

Strat.-wavy 1 9 2 14 8,892 

Strat.-wavy 1 12 2 9 9,913 

Strat.-wavy 0.78 5 2 43 4,333 

Slug 0.78 2 2 30 5,518 

Slug 0.13 2 2 26 1,598 

Slug 0.1 2 2 25 1,582 

Table A2 

Experimental conditions and measured average 

mass transfer rates in horizontal flow from Wang 

et al. [7] . 

Flow pattern u sl (m/s) u sg (m/s) Sh 

Full liquid 0.5 0 1,756 

Full liquid 0.8 0 2,543 

Full liquid 1 0 3,189 

Full liquid 1.2 0 3,669 

Full liquid 1.5 0 4,509 

Slug 0.5 0.6 2,514 

Slug 0.8 0.6 3,232 

Slug 1 0.6 3,903 

Slug 1.2 0.6 4,613 

Slug 1.5 0.6 4,986 

Slug 0.5 1.4 3,001 

Slug 0.8 1.4 4,272 

Slug 1 1.4 4,672 

Slug 1.2 1.4 5,451 

Slug 1.5 1.4 6,101 

Slug 0.5 2.4 3,001 

Slug 0.8 2.4 4,168 

Slug 1 2.4 4,777 

Slug 1.2 2.4 5,255 

Slug 1.5 2.4 5,904 

Slug 0.5 3.6 3,131 

Slug 0.8 3.6 4,227 

Slug 1 3.6 4,777 

Slug 1.2 3.6 5,060 

Slug 1.5 3.6 5,919 

Slug 0.5 4.8 3,102 

Slug 0.8 4.8 4,361 

Slug 1 4.8 4,911 

Slug 1.2 4.8 5,406 

Slug 1.5 4.8 6,466 

A

 

R

In the case of oil-water flow (with negligible or no gas phase 

resent), the calculation of MT rates is performed similarly as to 

as-liquid flow. However, a different oil-water flow model is re- 

uired for the estimation of the velocity and wall shear stress of 

he water phase, which will be presented in the following publica- 

ions. 

. Summary and conclusions 

Two different approaches for mass transfer calculation in multi- 

hase gas-liquid flow have been introduced and compared against 

xperimental data from large-scale flows with different flow pat- 

erns. In general, the agreement of the presented mass transfer 

odels with the available experimental data is reasonably good 

or all the different flow patterns; this was particularly difficult to 

chieve in slug flow where the hydrodynamic and diffusion bound- 

ry layers fluctuate over relatively short time scales. 

Computation of integral mass transfer coefficients can be done 

ith reasonable accuracy for a wide variety of flows (single phase 

ipe and rotating cylinder, and two-phase gas-liquid pipe) by using 

he fundamental Chilton-Colburn analogy with an exponent of 0.96 

n the friction factor. 

Mass transfer rate calculations using the eddy diffusivity ap- 

roach tend to overestimate the measured mass transfer rates in 

ingle and multiphase flow when some of the well-known formu- 

ations from the literature are used. However, when the standard 

ddy diffusivity function with a cubic dependence on the dimen- 

ionless wall distance, is coupled with a coefficient of 18.4, this 

roved to be the most appropriate way to predict mass transfer 

ates in single and multiphase flow, which performed much better 

han the other proposed functions in the open literature. 

The main strength of the proposed models is their mechanistic 

ature, which allows their use in systems with wide range of phys- 

cal properties (different gas and liquid densities and viscosities), 

ipe characteristics (different diameters, inclinations, both smooth 

nd rough surfaces), and fluids flow rates. Moreover, better re- 

ults can be achieved if liquid flow characteristics are estimated 

sing multiphase flow models that are more advanced and refined 

han the one currently presented. Overall, the present approach is 

 significant improvement over semi-empirical correlations found 

n the literature that are usually appropriate for limited ranges of 

uid’s properties and flow rates, making them unreliable for gen- 

ral use. In addition, these semi-empirical correlations cannot be 

sed in more complicated mass transfer scenarios, where (elec- 

ro)chemical reactions and/or ionic species are involved, while the 

resent approach can, with satisfactory results. 
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ppendix 

.1. Experimental data used in the model validation 

See Table A1 and Table A2 . 

.2. Turbulent single-phase pipe flow 

Friction factor, Blasius equation: 

f = 0 . 046 R e −0 . 2 Re > 2100 (A.1) 

Mass transfer correlation, Berger and Hau [10] : 

h = 0 . 0165 R e 0 . 86 S c 0 . 33 ; 8 × 10 

3 ≤ Re ≤ 2 × 10 

5 ;
3 3 (A.2) 
0 ≤ Sc ≤ 6 × 10 

8 
.3. Turbulent single-phase rotating cylinder flow 

Friction factor [15] : 

f 

2 

= 0 . 079 R e cyl 
−0 . 3 ; 10 0 0 ≤ R e cyl ≤ 10 0 , 0 0 0 (A.3)

 e cyl = 

2 ρr cyl u cyl 

μ
; (A.4) 
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Fig. A1. Schematic representation of the slug flow unit assumed in the gas-liquid 

model. 
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 cyl = ω r cyl (A.5) 

here r cyl is the radius of the rotating cylinder, and ω is the rota- 

ional speed of the cylinder. 

Mass transfer correlation [15] : 

 h cyl = 0 . 079 R e cyl 
0 . 7 S c 0 . 356 ; 10 0 0 ≤ R e cyl ≤ 10 0 , 0 0 0 (A.6)

 h cyl = 

2 k m 

r cyl 

D 

(A.7) 

.4. Gas-liquid flow model 

.4.1. Flow pattern map determination 

The boundary for stratified/non-stratified flow (line 1 in Fig. 1 ) 

an be estimated using the approach of Kelvin-Helmholtz instabil- 

ty of interfacial waves suggested by Taitel and Dukler [42] . The 

oundary slug/annular flow (line 2 in Fig. 1 ) can be computed 

sing the criterion suggested by Barnea [1] of liquid holdup ( αl ) 

arger or equal to 0.24 for intermittent flow. The boundary dis- 

ersed bubble/slug flow (line 3 in Fig. 1 ) can be calculated using 

he criterion d max ≤ d crit suggested by Brauner [43] , where d max is 

he maximum bubble size in the flow and d crit is a critical bub- 

le size based on the balance of turbulent and buoyant forces and 

xcessive deformation of dispersed bubbles. Line 4 in Fig. 1 is com- 

uted from the maximum gas holdup that can be entrained in the 

iquid phase ( αgmax = 0 . 52 ) as suggested by Taitel et al. [44] . A re-

ion of “bubble” flow pattern, between dispersed bubble and inter- 

ittent flow, can also exist in inclined and vertical pipes [ 44 , 45 ].

he boundary bubble/slug flow can be determined by a critical gas 

oldup or void fraction ( αgcrit = 0 . 25 ) as suggested in [45] ; thus,

ubble flow occurs if αg < αgcrit , and intermittent flow happens 

hen αg ≥ αgcrit . 

.4.2. Slug flow characteristics 

The gas pocket/liquid film region of the slug unit can be mod- 

led by using the combined momentum balance at steady state for 

tratified liquid and gas in a pipe based on the simplified geometry 

hown in Fig. A1 : 

τgf S gf 

αgf 

− τlf S lf 
αlf 

+ τi S i 

(
1 

αlf 

+ 

1 

αgf 

)
− A ( ρl − ρg ) g sin β = 0 (A.8) 

here τgf τgf and τlf are the wall shear stresses due to the flow 

f the gas bubble and the liquid film, respectively; τi is the shear 

tress at the gas-liquid interface, αgf (also expressed as: 1 − αlf ) 

nd αlf are the fractions of pipe cross-sectional area ( A ) occupied 

y gas and liquid, respectively; S gf and S lf are the pipe perimeters 

etted by gas and liquid, respectively; S i is the perimeter of the 

as-liquid interface, ρg is the gas density; g is the gravitational ac- 

eleration, and β is the pipe inclination angle measured from the 

orizontal. The wall shear stresses are calculated as follows: 
9 
gf = 

1 

2 

f gf ρg u gf 
2 (A.9) 

lf = 

1 

2 

f lf ρl u lf 
2 (A.10) 

nd the interfacial shear stress: 

i = 

1 

2 

f i ρg 

(
u gf − u lf 

)∣∣u gf − u lf 

∣∣ (A.11) 

here u gf and u lf are the mean velocities of the gas and liquid; re- 

pectively; and f gf , f lf and f i are the friction factors for the gas 

ubble, liquid film and gas-liquid interface, respectively. Friction 

actors are estimated as: 

f = C f R e −n f (A.12) 

here Re is the Reynolds number, and C f and n f are constants equal 

o 0.046 and 0.2, respectively; for turbulent flow Re > 2100, and 

6 and 1 for laminar flow Re ≤ 2100. In case the pipe surface is 

ot hydraulically smooth, the explicit friction factor formulas in 

46] can be used. The Reynolds numbers for the gas bubble and 

iquid film flows are: 

 e g = 

ρg u gf d gf 

μg 
(A.13) 

 e lf = 

ρl u lf d lf 
μl 

(A.14) 

nd gas-liquid interface: 

 e i = 

ρg 

∣∣u gf − u lf 

∣∣d gf 

μg 
(A.15) 

here μg and μl are the viscosities of the gas and the liquid, re- 

pectively; d gf is the hydraulic diameter for the gas bubble flow: 

 gf = 

4 A αgf 

S lg + S i 
(A.16) 

nd d lf is the hydraulic diameter of the liquid film flow: 

 lf = 

4 A αlf 

S lf 
(A.17) 

The mean velocity of the liquid slug cylinder is approximated 

o the mixture velocity, which is calculated as the summation of 

uperficial gas and liquid velocities: 

 m 

= u sg + u sl (A.18) 

No slip is considered between the entrained gas bubbles and 

he liquid in the slug cylinder. Then, the velocities of the gas bub- 

le and the liquid film can be related with the gas bubble and liq- 

id film holdups ( αgf and αlf , respectively) as suggested by Dukler 

nd Hubbard [47] : 

 gf = u t + ( u m 

− u t ) 

(
1 − αls 

1 − αlf 

)
(A.19) 

 lf = u t 

(
1 − αls 

αlf 

)
+ u m 

αls 

αlf 

(A.20) 

here αls is the liquid holdup at the slug cylinder, and u t is the 

ranslational velocity at which the slug propagates, and is esti- 

ated as: 

 t = C o u m 

+ u b (A.21) 

here u b (m/s) is the Taylor bubble velocity that can be neglected 

n horizontal slug flow, C o is the distribution parameter used in the 

rift-flux model and can be approximated with the value 1.2 [48] . 
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The liquid holdup at the slug cylinder is approximated using 

he Gregory et al. correlation [49] : 

ls = 

[
1 + 

(
u m 

8 . 66 

)1 . 39 
]−1 

(A.22) 

The constant 8.66 in equation above has SI velocity units. 

The combined momentum balance in equation (A.8) can be 

olved iteratively to find the liquid film holdup ( αlf ). Since equa- 

ion (A.8) has multiple roots for pipe inclination angles ( β) differ- 

nt than zero; in general, the smaller root is considered as solution 

f the problem. 

From the conservation of the liquid mass in the slug unit (liq- 

id film + slug cylinder), the relative length of the slug cylinder 

s estimated in terms of the superficial liquid velocity and the ve- 

ocities and the liquid holdups of the film and the slug cylinder: 

s = 

u sl − u lf αlf 

u m 

αls − u lf αlf 

(A.23) 

Then, the average liquid holdup in the slug unit is: 

αl = αls βs + αlf ( 1 − βs ) (A.24) 

The shear stress at the liquid slug is estimated as: 

ls = 

1 

2 

f ls ρls u t 
2 (A.25) 

The friction factor f ls is calculated as in (A.12) but using the 

eynolds number ρls u t d/ μls , where the density and viscosity of 

he liquid slug are: 

ρls = ρl αls + ρg ( 1 − αls ) (A.26) 

μls = μl αls + μg ( 1 − αls ) (A.27) 

.4.3. Stratified and annular-mist flow characteristics 

The combined momentum equation (A.8) is also used to cal- 

ulate flow characteristics in stratified and annular-mist flow. In 

he case of the latter, the liquid is assumed to occupy mostly the 

ipe bottom (as shown in Fig. A1 ) for inclination angles of absolute 

alue smaller than 45 degrees. For relatively high gas velocities, a 

raction of the liquid can be entrained by the gas flow, which can 

e calculated as [50] : 

 = 

{
1 − exp 

[
−0 . 125 

(
10 

4 u sg μg 

σ

√ 

ρg 

ρl 

− 1 . 5 

)]}
(A.28) 

Then, the liquid holdup is: 

αl = αlf + 

u sl E 

( u sg + u sl E ) 
(A.29) 

Note that if E = 0 then αl = αls . If E> 0, the gas holdup ( αgf )

n equation (A.8) is now the holdup of a combined gas-liquid flow. 

he velocity of the liquid film is: 

 lf = 

u sl ( 1 − E ) 

αlf 

(A.30) 

The velocity of the gas or gas-liquid mix ( E> 0, no slip between

he entrained liquid drops and the gas) is: 

 gf = 

( u sg + u sl E ) 

αgf 

(A.31) 

When solving equation (A.8) a different interfacial friction clo- 

ure relationship is used instead of equation (A.11) : 

i = 

1 

2 

f i ρgf 

(
u gf − u i 

)∣∣u gf − u i 

∣∣ (A.32) 

here u i is the velocity of the interface between the liquid film 

nd the gas calculated as in Oliemans et al. [51] . The interfacial 
10 
riction factor ( f i ) is calculated with the Colebrook equation us- 

ng an effective roughness described in [51] , the hydraulic diameter 

 d gf ) and the Reynolds number ρgf u gf d gf / μgf , where: 

ρgf = ρl ( 1 − αgr ) + ρg αgr (A.33) 

μgf = μl ( 1 − αgr ) + μg αgr (A.34) 

αgr = 

u sg 

( u sg + u sl E ) 
(A.35) 

Note that the density and viscosity calculated with equations 

A .33) and (A .34) replace the gas density and viscosity in equations 

A.9) and (A.13) . 

.4.4. Dispersed bubble and bubble flow characteristics 

A homogeneous no-slip model is used to estimate flow char- 

cteristics in dispersed bubble flow. Therefore, the velocity of the 

iquid and the entrained gas bubbles is considered to be similar to 

he mixture velocity: 

 l = u g 
∼= 

u m 

(A.36) 

The liquid holdup is: 

αl = 

u sl 

( u sg + u sl ) 
(A.37) 

The wall shear stress is: 

l = 

1 

2 

f m 

ρm 

u l 
2 (A.38) 

here the friction factor f m 

is calculated as in (A.12) using the 

eynolds number ρm 

u l d/ μm 

, where: 

ρm 

= ρl αl + ρg ( 1 − αl ) (A.39) 

μm 

= μl αl + μg ( 1 − αl ) (A.40) 

Bubble flow can have significant slip between the liquid and the 

as bubbles which rise quicker due to buoyancy. In this case, a drift 

ux model can be used to properly determine the liquid and gas 

oldups. Equations ( A.38 to A.40 ) can then be used to calculate 

ow characteristics. 

.5. Definition of errors 

Mean absolute error (%): 

¯
 = 

∑ m 

i =1 
| x i −z i | 

z i 

m 

100 (A.41) 

here x i is the value of the calculated parameter, z i is the value of 

he parameter measured experimentally, and m is the number of 

valuated points. 
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